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Abstract

The goal of this present study was to implement and test a real-time speech modification algorithm.
Prior studies that have demonstrated adaptation to altered speech feedback perturbed steady state
vowel formants. A linear prediction coding (LPC) algorithm has been developed to reliably track and
shift multiple formants in steady state as well as changing formant trajectories. In an experiment, sub-
jects were asked to pronounce utterances containing diphthongs with formant movement from [a] to [i],
such as bike and tight. The transduced speech signal was processed by this algorithm and fed back to
the subject with a delay of 10ms. The formants were shifted perpendicular to the straight-line trajectory
connecting the start and end points of the transition. The shift was maximal at the transition mid-point
and zero at the beginning and end of the transition. Some subjects compensated to the perturbation by
altering their produced speech formants in a direction opposite to the perturbation.
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Chapter 1

Introduction

Recent advances in digital signal processing (DSP) have widely contributed to the development of new
technologies. In many fields, DSP has even become an omnipresent and almost indispensable tool. In
speech research, signal processing has enabled the realization of experiments and thereby contributed
to a better understanding of the human speech production system. This Master’s thesis arose precisely
from the aim to realize such a new experiment, one which may help to uncover the mystery around the
nature of planned acoustic trajectories.

1.1 Project description

The project was defined within a series of speech sensorimotor adaptation experiments at the Speech
Communication Group at MIT. This particular project was initiated by my supervisor, Dr. Joseph S.
Perkell:

“Building on Houde’s [4, 5] findings, we can test how speech movement trajectories are
planned in acoustic space by adapting a paradigm for the study of reaching movements by
Wolpert et al. [12] which leaves movement end points unchanged but perturbs perceived tra-
jectory midpoints. Specifically, we wish to test the hypothesis that speakers control the entire
acoustic trajectory, including the portion of this trajectory that occurs between the acoustic
goal regions of consecutive phonemes (i.e., the portion of the trajectory starting from the end
of one acoustic goal and ending at the start of the next acoustic goal).”

Joseph Perkell, personal communication

To resolve this issue we have designed a speech sensorimotor apparatus that enables us to perturb the
acoustic trajectories subjects hear from their own speech in realtime. The changes in production observed
as a result of this perturbation will provide insight into the planning mechanisms for speech.

The nature of planned acoustic trajectories 1



Introduction 1.2 Speech sensorimotor adaptation

1.1.1 Sensorimotor adaptation

Generally speaking, sensorimotor adaptation (SA) is the phenomenon that occurs when human motor
actions adapt to altered sensory feedback. SA has been reported in many fields of motor control. A
famous adaptation experiment is the so-called prism experiment, in which subjects were asked to reach
a visual target while wearing displacing prisms that perturbed visual feedback. After a few movements,
subjects were able to reach the targets and thus learned how to compensate for this perturbation. After
the prism was removed it took a while before subjects adjusted back to the natural environment.

1.2 Speech sensorimotor adaptation

A speech sensorimotor adaptation experiment is a particular form of SA where the altered motor control
is the produced speech. The sensory feedback can be acoustic, but this is not necessarily required; the
feedback can be visual, for instance. Several speech sensorimotor adaptation experiments have been
made over the past years to investigate the particular role of auditory feedback in speech production.

1.2.1 Formant shifting SA experiments

In recent years, special attention has been given to a particular class of speech SA experiments where
subjects’ formants have been shifted in frequency. Formants (or formant frequencies) are resonance
frequencies that arise due to a particular shape of the vocal tract when producing voiced sounds. By
changing the shape of our vocal tract we influence these formants, allowing us to produce and to dis-
criminate several vowels like [a], [i], [o], and [u]. Since most vocalic information is comprised in the first
two formants (the lowest in frequency), vowels are typically represented in the so-called acoustic space,
spanned by f1and f2 axes, where f1 / f2 is the frequency of the first / second formant.

A formant-shifting SA experiment consists of perturbing one or more formant frequencies: for instance,
shifting the formants of the vowel [a] to the frequencies of the vowel [i]. The modified speech signal is
fed back in real time to subjects’ ears using encapsulated headphones. The subjects thus perceive the
modified speech signal as if they were producing it. Similar to the prism experiment, subjects are able
to adapt to this perturbation in order to reach the acoustic target they planned. The first experiment of
this kind was conducted by Houde and Jordan [4] in 1998.

1.2.1.1 Houde & Jordan’s SA experiment

“In two two-hour experiments subjects whispered a variety of words. For those words
containing the vowel [e], subjects heard auditory feedback of their whispering. A DSP-based
vocoder processed the subject’s auditory feedback in real-time, allowing the formants of sub-
ject’s auditory speech feedback to be shifted. In the adaptation experiment, formants were
shifted along one edge of the vowel triangle. For half of the subjects, formants were shifted so
subjects heard [a] when they produced [e]; for the other half, the shift made subjects hear [i]
when they produced [e]. During the adaptation experiment, subjects altered their production
of [e] to compensate for the altered feedback. Subjects exhibited a range of adaptations in

The nature of Planned Acoustic Trajectories 2
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Figure 1.1: Houde & Jordan : Experiment setup (taken from [5])

response to the altered feedback, with some subjects adapting almost completely, and other
subjects showing very little or no adaptation. “

Houde & Jordan 1998 1.1

The sensorimotor adaptation apparatus developed by Houde & Jordan is schematically represented in
Figure 1.1.

1.2.1.2 Further SA experiments

Based on the original experiment by Houde and Jordan, Villacorta et al. did a similar experiment in
2004-05, followed by Purcell and Munhall[8] in 2006. In Villacorta and Purcell’s experiments only f1 was
shifted, whereas in Houde’s experiment it was f1and f2. Furthermore, subjects produced voiced sounds,
as opposed to Houde’s experiment which used whispered speech. Nevertheless, these three experiments
were very similar in the sense that formant frequencies of steady-state vowels were perturbed. A steady-
state vowel (e.g. [a]) is represented by a single dot in the acoustic space. Shifting the formants of
a steady-state vowel means applying a constant deviation to these formants. This can be interpreted
mathematically as a mono directional invariant 1and homogeneous deviation vector field applied to the
acoustic space. Figure 1.2 shows such a deviation vector field, where only f1, only f2 or f1and f2 are
deviated from their original location in acoustic space.

1.2.2 The experiment

We have adapted the original experiment formulated by Houde & Jordan in order to extend the studies
to non steady-state vowels, i.e. to transitions between two vowels. As Houde & Jordan’s experiment was
the audio analog of the prism experiment, our experiment can be seen as the audio analog of Wolpert et
al.’s [12] experiment.

1time invariant, in the sense that the field does not change during a single utterance
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Figure 1.2: Vector field representation of steady state formant shifting SA experiments

1.2.2.1 Wolpert et al.’s SA experiment

“In Wolpert et al. [12] , a subject moved his/her hand back and forth between two tar-
gets while viewing only a dot on a screen that tracked his hand position. Initially, the dot
tracked hand position accurately. However, as the experiment progressed, a perturbation was
introduced that made the dot’s path appear to bow to one side. The perturbation was zero
at both ends and reached a maximum at the midpoint of the movement. This caused most
subjects to compensate by bowing their actual hand trajectories in the opposite direction in
order to straighten the resulting trajectory image. This result provided evidence that reaching
movements in the tracking task are planned in terms of (x, y) hand coordinates.”

Joseph Perkell, personal communication

We have developed a speech analog of Wolpert et al.’s experiment. Subjects [a] [i] formant trajectories
(contained in words like “bike” or “kite”) are bowed into one direction: the altered speech is fed back via
the developed speech sensorimotor apparatus in real time.

Figure 1.3 principally shows how trajectories are bowed within the acoustic space. The upper panel
describe a formant deviation vector field, which will bow subject’s formant trajectory as represented
below.

1.2.3 Pilot study

We performed a pilot study of the described experiment, in which 7 female and 4 male subjects were
involved. Subjects were repeating words like “bike” or “kite” all containing an [a] to [i] transition. On
two distinct sessions, subjects’ [a] [i] trajectories were shifted either down or up. The results of this pilot
study are presented in Chapter 5.
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Figure 1.3: Deviation vector field
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Chapter 2

Speech production

In this Chapter we briefly introduce basic speech production mechanisms, which will be necessary for
further understanding of this thesis. Those who are already familiar with speech should directly continue
with Chapter 3 where the actual formant shifting algorithm will be introduced.

2.1 The human speech production system

Figure 2.1 on page 6 shows a schematized view of the human speech production system. For the purpose
of this project it is not necessary to describe in detail the role played by every single part. Later on we
will use the term glottis, also known popularly as vocal cords.

As we will see, speech production can be divided in two main categories: the production of voiced and
unvoiced sounds. The fundamental difference between these two types of speech sounds comes from the
way they are produced. The vibrations of the vocal cords produce voiced sounds. The unvoiced sounds
are created by the constriction of the vocal tract.

Figure 2.1: The human speech production system (weblink)
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Speech production 2.2 Source-filter model

In this dissertation our discussion will mostly be focused on voiced speech. The models we will present
do not apply, or only partly apply, for unvoiced speech.

2.2 Source-filter model

A good approach for modeling speech is the so-called source-filter model1 described in [1] and [10], where
the production of speech is considered to be the consequence of the generation of one or more sources
of sound, which are filtered by the vocal tract. In most cases, the source and filter can be seen as two
independent entities.

2.2.1 Vocalic sounds

For vowel production, the cyclic opening and closing of the glottis creates a sequence of pressure pulses,
which results in a nearly periodic sound wave: the glottal source. The periodic pulses from this source
excite resonant modes of the vocal tract: the filter. The resonances occur at certain frequencies called
formant frequencies, or simply formants, which are related to the shape of the vocal tract. Modifying
the shape of the vocal tract, e.g. by moving the tongue close to (or far from) the roof of the mouth, will
imply a change of each formant’s frequency and intensity and hence change the spectral shape of the
produced sound.

For voiced sounds, the source can be modeled as a periodic function, with a period T0 ranging from
about 3−7 ms for females and 5−12 ms for males. F0 = 1/T0 is called the fundamental frequency. Since
the source is periodic in the time domain, the resulting spectrum in the frequency domain only contains
spectral components at multiples of the fundamental frequency F0 . A typical source spectrum |S(f)| is
depicted qualitatively in the upper left panel of Figure 2.2. The source’s location is at the beginning of
the vocal tract, i.e. just after the glottis, and schematically represented above the source’s spectrum.

2.2.2 Fricatives

Fricatives are a special class of consonants, produced by the forcing of breath through a narrow channel
made by placing two articulators close together. For the fricative [f], for instance, these articulators are
the lower lip against the upper teeth. As opposed to vowels, the vocal cords stay open and hence they do
not vibrate. The airflow forced through the constriction creates a noise called friction which is created
in the vicinity of the constriction as represented in the upper right image of Figure 2.2.

The right panel of Figure 2.2 shows the magnitude response |S(f)| of the source signal. The spectral
shape of the source is very similar to a white noise, except that the magnitude decreases towards higher
frequencies. Since the source is not periodic, its spectrum is continuous, in contrast with vowels.

When producing a fricative, the front cavity (i.e. the resonator) is very small and thus the resonance
frequency is rather high. The filter’s magnitude response |T (f)|for the fricative [s] is represented in the

1A good visualization of the source filter model can be found at http://linguistics.online.uni-marburg.de/free/

generalmodules/animations/phonetics/source_filter.html. Additional information is also provided by [2] where the
author describes the properties of the vocal tract in a more detailed way.
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Speech production 2.2 Source-filter model

Figure 2.2: The source-filter model of speech production (from [10])
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Speech production 2.3 Summary

second right panel from top of Figure 2.2.

2.2.3 Overall spectrum

Since the human ear picks up changes in sound pressure, and microphones respond to pressure variations,
one important quantity is the sound pressure, which is denoted pr(t) in [10]. The Fourier transform of
the sound pressure pr(t) at a distance r from the lips can be shown to be

pr(f) = S(f)T (f)R(f) (2.1)

R(f) is called the radiation characteristic and represents the losses occurring at the lips. The radiation
characteristic rises with frequency with a slope of 6 dB per octave. Its characteristic magnitude response
|R(f)| is represented in the second panel from the bottom of Figure 2.2.

The resulting sound pressure magnitude response for vocalic sounds and for the fricative [s] are repre-
sented in the lowest panels of Figure 2.2.

2.3 Summary

As we just learned, speech production can be modeled as a concatenation of a source function, a transfer
function, and a radiation characteristic. For vowels, the source is a periodic function, which excites
resonant modes of the vocal tract, called formants. To produce a particular vowel, we force air through
our vocal cords to make them vibrate and then shape our vocal tract according to the vowel we wish to
produce. While one and the same vowel can sometimes be reached by different shapes of the vocal tract,
e.g. [a], the formants are almost unambiguously related to the corresponding vowel. Thus it is possible
to identify a vowel by extracting its spectral envelope, i.e. the filter’s transfer function, and locating
its formants. Since we are interested in manipulating the formants, i.e. shifting them in the frequency
domain, only the filter’s transfer function is relevant to us. One should always bear in mind that, when
speaking about “shifting formants”, implicitly, we mean we are modifying the filter’s transfer function
T (f).
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Chapter 3

Algorithm : an overview

This chapter briefly introduces the formant shifting algorithm and its software implementation.

3.1 A simple audio plug-in

The algorithm can be seen as a simple audio plug-in, principally an audio process “plugged-in between”
an audio stream, as illustrated in Figure 3.1.

A/D
 

Shifting

Algorithm
D/A

framelen framelen

Figure 3.1: Audio Stream

Figure 3.3 schematically shows the structure and signal flow of the algorithm. For every input frame the
algorithm delivers an output frame of the same size, which depends on the properties of the soundboard.

3.2 Software implementation

We recall that the shifting algorithm is a tool that allows us to realize the speech sensorimotor experi-
ment described in Section 1.1. Ideally, we would like the headphone feedback to be simultaneous with a
subject’s actual speech production. Unfortunately, we all know that this is not possible because of hard-
ware and software latencies. However, reducing this latency was one of the most important requirements
to comply with, and became a real challenge. Although the original project specifications included the
implementation of the algorithm on a DSP board, we finally decided that it was more advantageous to
utilize a conventional personal computer instead. We could satisfy the strong real-time requirements by
utilizing an additional soundboard, supporting the so-called ASIO1 audio standard, which allows very

1ASIO (Audio Stream Input/Output) is a protocol for low-latency digital audio specified by steinberg http://steinberg.

de/24_0.html.
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Algorithm : an overview 3.2 Software implementation

low latency audio recording and playback.

3.2.1 Software structure

Basically, the whole software implementation comprises three major entities. First of all, we have a
Matlab script that controls the whole experiment. Secondly, we have the formant shifting algorithm and
the ASIO class, which are both written in C++. Last but not least, we have a .mex “interface” which
connects the C++ functions with the Matlab functions. Figure 3.2 shows how these entities are related
to each other.

The whole structure is very elegant, since only functions that needed to be implemented in real time
are written in C++ code. All the other functions are written in Matlab, which allows us to use all
the provided libraries and thus to develop functions more rapidly. Furthermore, Matlab is much more
convenient when it comes to visualizing and analyzing data.

3.2.1.1 Matlab script

The Matlab script controls the overall experiment. While guiding subjects through a GUI, it takes care of
all the associated actions, such as initializing the sound card, starting and stopping the recording, defining
the amount of shift, etc. In fact more than 30 parameters can be set within the Matlab environment.
The whole experiment is set up so that no external help is needed. Subjects see words appearing on a
screen, while Matlab opens a recording time slot. After each recording, the shifting algorithm returns
the recorded data, which comprises RMS values, formant tracks, recorded input and output audio signal,
etc. Based on this data, Matlab updates the GUI displays which indicate the loudness and the length of
the utterance. This is to make sure that subjects produce words in an identical way from trial to trial.

3.2.1.2 Mex interface

A .mex file is a special format used by Matlab to embed C++ functions. Our .mex interface remaps and
transfers commands and variables to the specific C++ functions. We call it an interface, because that is
basically what it is, even though it is not a “hardware” interface.

3.2.1.3 Formant shifting algorithm

The algorithm itself is embedded as a callback function respecting the ASIO specifications. The sound-
board writes every new frame into a buffer and then calls the shifting algorithm, passing a pointer to the
address of that buffer. The algorithm processes the frame contained in the buffer and returns a processed
frame into that same buffer, which is then used by the soundboard for playback.

3.2.2 Single trial action sequence

A specific Matlab sequence, called a single trial, is called back for each word, and manages the calls to
the different functions and classes. A typical action sequence is as follows:
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Algorithm : an overview 3.2 Software implementation

  MATLAB 

    SCRIPT

    

       (.m)

set action

SOFTWARE

HARDWARE

         MEX

   INTERFACE 

 

         (.mex)

      SHIFTING

   ALGORITHM 
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           (.m)       (.cpp)

parameters

 data
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parameters
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    in
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user
controls

  display

USER

Figure 3.2: Software structure
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Algorithm : an overview 3.3 Shifting algorithm : Block diagram

1. Initialize the audio object (setting different parameters such as sample rate, buffer size, mono/stereo...)

2. Initialize the algorithm (pre-allocating recording space, setting up buffers, ...)

3. Set parameters (experiment specific parameters, such as amount of perturbation, voicing thresholds,
forgetting factors, number of formants...)

4. Reset all internal memory allocations (i.e. filter states, recording buffer...)

5. Setup GUI display

6. Wait for user to press play (if currently in pause mode)

7. Display current word on the screen2

8. Start recording

9. Wait the amount of time specified by the slider

10. Stop recording

11. Get recorded data.

12. Display RMS and transition speed

13. Analyze data: if data does not satisfy certain criteria, go back to 3)

14. Save recorded data.

15. Load next word and continue with 3).

3.3 Shifting algorithm : Block diagram

Figure 3.3 shows the signal flow of the formant shifting algorithm. It is useful to be familiar with this
diagram, since we will further describe every single block in the next chapter.

2The list is : “bike”,”kite”,”site”,”light”,”tight”,”fight”,”bite”
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Algorithm : an overview 3.3 Shifting algorithm : Block diagram
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Algorithm : an overview 3.3 Shifting algorithm : Block diagram

Block description:

1. Downsamples each incoming frame by a factor of 4.

2. Pre-emphasizes the signal in order to amplify higher frequencies for a better LPC estimation.

3. Stores the input signal to provide enough samples for the LPC analysis.

4. Calculates the long-time RMS of the original and the pre-emphasized input signal.

5. The vowel detection uses the long time RMS of the original and pre-emphasized signal to detect
vowels. If no vowel is detected, the signal will neither be analyzed nor be filtered, but will directly
be sent to the pre-output buffer (block 14).

6. LPC analysis, using the autocorrelation method. Provides coefficients of the estimated vocal tract
filter.

7. This block computes the complex roots of the LPC coefficients and sorts them according to their
angle.

8. The formant tracking algorithm tracks the formants in time, using dynamic programming.

9. Computes the short-time RMS.

10. Formant smoothing : Computes a weighted moving average of the formants over approximately
one pitch period, using the short-time RMS as weighting factor.

11. Calculates the deviated trajectory based on a deviation vector field.

12. Transition detection: Analyzes the formant derivatives in time, and enables the filtering when a
transition is detected.

13. Performs the formant shift by filtering the signal. The filter is a concatenation of two biquad IIR
filters.

14. The gain adaptation applies a gain factor to the filtered signal. This gain is based on the properties
of the vocal tract.

15. Pre-output buffer : stores one or more frames before being deemphasized.

16. De-emphasizes the frame.

17. Upsamples the frame by a factor of 4 and writes it to the sound card output buffer.
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Algorithm : an overview 3.4 Algorithm : Properties and settings

3.4 Algorithm : Properties and settings

Before moving on to the next chapter, which provides detailed information of every block, it is necessary
to describe some of the settings and properties of the algorithm:

Fs Samplerate of the soundboard.

DMA Size of the soundboard buffer. In order to reduce latency this buffer size is set to the minimal
supported size.

M Downsampling factor: each incoming frame provided by the soundboard is downsampled
before being processed. After processing, the frame is upsampled and sent back to the sound
card.

Fs↓M
Internal samplerate, i.e. after downsampling. In fact, all the processing is done at this
downsampled rate, so that one can say that this is the algorithm’s internal samplerate.

framelen Size of the internal IO buffer: frameLen = DMA/M

winlen Each internal frame (of framelen samples) can be divided in Nw smaller frames, each of the
size of winlen.

buflen Number of samples stored in the input buffer. These samples will be used for the LPC
analysis.

analen Size of the frame used for the LPC analysis, analen = 2 ·Nd · framelen + winlen, with Nd

being the number of frames delay between in and output.

p LPC order: defines the number of coefficients used for the LPC analysis.
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Chapter 4

Algorithm : Block by block

This section aims to describe in detail each block represented in Figure 3.3. Even though some blocks
are self-explanatory, for the sake of consistency they are all listed below.

4.1 Downsampling

Before any processing is applied to the signal, the signal is downsampled by factor M = 4. The main
reason for this is to reduce the overall latency of the sound card. In fact, the overall feedback latency
strongly depends on the sampling rate and on the buffer size of the sound card. Most soundboards
allow a variable buffer size1, but only more sophisticated models support low sampling rates down to
about 10kHz. In fact, the most common supported sampling rate is Fs = 44, 1kHz which is the
established CD standard. Unfortunately this sampling rate is not optimal for formant estimation, for
which the commonly used sampling rate is about Fs = 8 ∼ 16kHz. Hence, downsampling becomes
almost mandatory for sound cards which do not support these low sampling rates, but even for those
who do, downsampling becomes very interesting when it comes to real-time applications like ours.

Assuming that the computer has endless processing power, the latency of the algorithm is infinitely
small and depends neither on the sampling rate nor on the buffer size. However, the sound card delay is
strongly dependent on both the sampling rate and the buffer size. While the buffer size is proportional
to the latency — the larger the buffer, the longer the delay — the relationship between sampling rate
and sound card latency are not linear. The reason for this is the internal hardware structure of the sound
card.

In fact, most codecs work with a single, fixed oscillator (quartz) which provides the system’s internal
clock2. The signal is sampled at this particular oscillator rate and then internally downsampled to
the desired sample rate Fs. To avoid aliasing, the signal is low-pass filtered before downsampling.
This is generally done with a linear phase FIR filter, which guarantees highest quality audio recording.
However, the disadvantage of this FIR filtering scheme is the necessity of high filter order pfilt to obtain
an optimal low-pass characteristic, i.e. strong attenuation in the stop band, sharp slope in the transition

1Generally supported buffer sizes are : 64,128,256,512 samples
2Mostly 48, 96or 192 kHz
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Algorithm : Block by block 4.1 Downsampling

Description Shortcut Value
System’s samplerate Fs 48 kHz
Cut off frequency Fpass 5770 Hz
Stop band frequency Fstop 6000 Hz
Maximal pass band ripple Apass 1 dB
Minimal stop band attenuation Astop 80 dB

Table 4.1: Filter properties

band, etc. Since the delay introduced by such a linear phase FIR filter is related to the filter order by
Tfilter = pfilt/(2Fs), a high filter order causes a high delay between input and output.

Furthermore, we know that the stop band of the filter should start at Fs↓M
/2 to avoid aliasing, where

Fs↓M
is the desired downsampled rate. It is obvious that the filter order must be raised when lowering

the downsampled rate to achieve the same qualitative filtering. Thus, the overall delay of the sound card
strongly increases for low sampling rates.

This filter delay adds up with the delay introduced by the buffering. In fact, for one and the same buffer
size, the latency introduced by the buffering scheme will linearly increase towards low frequencies. This
is because a buffer containing N samples at a low sampling rate represents more time than at a high rate.
Since the buffer of the sound card must be filled before being sent to the computer, the delay introduced
by the buffering on each side3 is Tbuffer = N/Fs.

Thus, the overall delay of the sound card for a complete record to playback feedback loop is :

Tsoundcard = TA/D + Tfilter + Tbuffer + TD/A (4.1)

Where TA/D and TD/A are the delays of the analog / digital converters, which are influenced by neither
the sampling rate nor the buffer size.

We see that at constant buffer size, halving the sampling rate will double the delay caused by the buffering,
and will at least double the delay caused by the filter. We verified this relationship by measuring the
input to output latency at various sample rates with a fixed buffer size of 64 samples. We measured a
delay of 12 ms at Fs = 16 kHz, 8 ms at Fs = 32 kHz and 4 ms at 48 kHz. We see that the latency at
48 kHz is about 8ms lower than at 16 kHz. In our application these 8 ms are of course very precious;
we will save them by downsampling the signal.

4.1.1 Low pass filter

An essential condition for the internal downsampling to be worthwhile is to keep the delay introduced by
low-pass filtering small, especially because the filtering will be done twice, before downsampling and after
upsampling. Using a minimum phase IIR filter will satisfy this criteria. We chose a 12thorder elliptic IIR
filter, whose frequency response is represented in Figure 4.1. The filter’s properties are listed in Table
4.1. Strictly speaking, an elliptic filter is not a minimum phase filter since all its zeros are not inside
but on the unit circle, but it can be considered to be “almost” minimum phase. In fact, changing the
zeros radius from 1 to, let’s say, 1− 1012 would make it a minimum phase filter, and this has almost no

3Recording and playback
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Algorithm : Block by block 4.1 Downsampling
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Figure 4.1: Elliptic low pass filter (left) and modified filter (right)
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Algorithm : Block by block 4.2 Preemphasis
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Figure 4.2: Elliptic filter: Poles and zeros in the z plane (left) and impulse response (right)

influence on the phase as we can see in Figure 4.1. The gain of the filter changes considerably, though,
which we could have expected since we moved the zeros from infinite attenuation to finite attenuation,
and this of course dramatically changes the overall gain of the filter. Figure 4.2 shows the poles and
zeros of the elliptic filter in the complex z-plane . We can see that all the poles are inside and all the
zeros on the unit circle.

The main advantage of the elliptic filter is its very sharp slope at cutoff frequency and its high stop band
attenuation, both of which can be achieved with a relatively small filter order. However, the elliptic filter
has a very strong phase distortion near the cutoff frequency, which usually appears as ringing4 near that
frequency in the time domain. Nevertheless, this ringing is only perceptible by the human ear if the time
delay between the main sound (frequencies in the “linear” phase part) and the ringing (frequencies with
distorted phase) is above the so called time-discrimination threshold of hearing. A good rule of thumb
is to keep the total impulse-response duration below the time-discrimination threshold of hearing, which
according to [3] is about 5 to 10ms. As we can see in the right panel of Figure 4.2 this rule of thumb is
respected, as the impulse response is already very attenuated at 5ms.

4.1.2 Decimation

After having low pass filtered the signal, we can decimate by factor M = 4 without creating any spectral
overlap, since all frequencies above the new Nyquist frequency Fs↓M

/2 = Fs/8 = 6000 Hz have been
removed. Thus the new downsampled signal s↓M can be written as follows:

s↓M (k) = s(Mk) , k = 0, 1, . . . , framelen− 1 (4.2)

4.2 Preemphasis

According to [1] the speech signal is attenuated towards high frequencies with a slope of −6dB/oct. In
order to compensate this effect it is necessary to apply a so-called preemphasis filter before performing

4This usually makes the elliptic filter useless for high end audio applications
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Figure 4.3: Frequency Response of R(z) (preemphasis filter)

the LPC analysis. This will boost higher frequencies and hence improve the formant estimation. The
transfer function R(z) of such a filter is presented in Equation 4.3, where µ is an adjustable preemphasis
factor.

R(z) = 1− µz−1 (4.3)

We can see the frequency response of such a filter in Figure 4.3 , with µ varying between 0 and 1.

4.3 Input buffer

The main purpose of the input buffer is to provide enough samples for the LPC analysis. This is because
the LPC method requires an analysis window that is greater than the downsampled IO frame length of
the sound card. The IO frame length should be as small as possible to reduce the overall latency of the
algorithm. The particular buffer structure allows us being very flexible with regard to the processing of
each incoming frame. Namely, it enables us to adjust the overall process delay, the length of the LPC
analysis window and the number of processes per sec with only 2 parameters, which can be set directly
from the Matlab environment.

4.3.1 Buffer structure

Figure 4.4 shows the structure of the input buffer. The buffer consists of an odd number of blocks, each
of which contains framelen samples:

buflen = (2 ·Nd − 1) · framelen (4.4)

Nd is the effective number of delay frames before an incoming frame is processed and sent to the output.
Thus the overall process delay is Nd · framelen samples.
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Each time the algorithm is called back by the sound card, the samples in the buffer are moved forward
by framelen samples as illustrated in Figure 4.4. An incoming frame will only be processed once arrived
in block number Nd. This frame is than divided into Nw smaller frames of the size of winlen which
are then individually processed. Thereby the maximal gap between two possible LPC analysis lengths is
only framelen/Fs↓M

Figure 4.4 illustrates how the samples in the buffer are used during the processing. The LPC analysis
window (represented in red) is symmetric, thus consisting of a causal and non-causal part with regard to
the frame to be processed (in blue). This particular windowing structure will provide the most accurate
formant estimation. In fact, samples in the middle of the hanning window (i.e. within the frame to be
processed) have a much greater weight than samples on the border of the hanning window during the
LPC analysis. The disadvantage is that an incoming frame cannot be processed until all samples needed
for the LPC analysis (i.e the non-causal part) have arrived into the buffer. The result is that the process
delay is greater than for the non-symmetric analysis scheme, in our case 4ms . Nevertheless, we accept
this additional delay for the following reason:

In our experiment, we are shifting an entire formant trajectory. The formants change rapidly in time
during a vowel transition. Thus, the estimated filter coefficients should be representative of the actual
frame and not rely on an estimate based only on past samples.

4.4 Long-Time RMS

The purpose of this block is to provide long-time RMS values of the original sorg(i) and preemphasized
signal spre(i) for the vowel detection. To reduce calculation, the long-time RMS is calculated on framelen

samples and exponentially smoothed using a forgetting factor λ.

RMSpre(k) = (1− λ) ·

√√√√ 1
framelen

framelen−1∑
i=0

s2
pre(i) + λ ·RMSpre(k − 1) (4.5)

RMSorg(k) = (1− λ) ·

√√√√ 1
framelen

framelen−1∑
i=0

s2
org(i) + λ ·RMSorg(k − 1) (4.6)

where s(i) is the ith sample of the current frame k starting at i = 0.

4.5 Vowel Detection

Since we are only interested in perturbing a vowel transition we need to separate voiced from unvoiced
sounds. Two simple conditions are sufficient to build a simple vowel detection:

Because of the vibration of the vocal folds during a voiced sound, we expect the RMS value to be higher
than for unvoiced sounds. This leads to the first necessary condition:

The nature of Planned Acoustic Trajectories 22



Algorithm : Block by block 4.5 Vowel Detection
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Figure 4.4: Input Buffer & Process Scheme

The input buffer is represented in the upper part of this Figure. It is compound of an uneven number of
frames of framelen samples. The size of the buffer can be changed in order to obtain the desired LPC
analysis length (represented below in red ). Each incoming frame (green block) is delayed before being
processed (blue block), so that the LPC analysis can be performed on a symmetric window around the
frame to be processed. Below the input buffer we have represented the associated processing scheme, to
demonstrate that each frame can be divided in Nw (here Nw = 4) smaller frames that are then individually
processed. This is to allow a processing at a higher rate than the one imposed by the sound card.
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Figure 4.5: Vowel detection

In the upper panel we can see the audio signal, the course of RMSorg (magenta) and RMSpre (blue) and
also the voiced / unvoiced threshold RMSthresh(dotted line). The bottom panel contains the spectrogram
as well as the estimated formant tracks, whenever a vocalic region has been detected. The first part of the
signal is the fricative [s], where we can see a high energy concentration at 5 to 8 kHz on the spectrogram.
Since the pre-emphasis filter will considerably boost these high frequencies we expect RMSpre to be higher
than RMSorg during this period, which can be verified in the upper panel. We can see that, even though
RMSorg is above RMSthresh the formant estimation is disabled for this part of the signal, because
RMSorg(k) < RMSpre(k) · RMSratiothresh. The LPC analysis starts as soon as this high frequency
energy has disappeared. We then see that RMSorg gets above both RMSpre and RMSthresh which is an
unambiguous sign for the existence of a vowel.

RMSorg(k) > RMSthresh (4.7)

where RMSthresh is an adjustable threshold value that is determined during an RMS calibration phase.

This first criterion is a very simple way to detect voicing; however, it fails for fricatives such as [s].
During a fricative, the RMS value exceeds the voicing threshold, because of the continuous noise source
created at the constriction of the articulators (see Section 2.2.2). Nevertheless, there is an easy method
to distinguish a fricative from a vowel. We recall that the energy concentration of a fricative is at high
frequencies, whereas in a vowel, the main energy is concentrated in lower frequencies (see Figure 2.2).
Thus we can formulate the second condition:

RMSorg(k) > RMSpre(k) ·RMSratiothresh (4.8)

RMSratiothreshis an adjustable ratio threshold value5.

If both conditions are verified, we can proceed from the assumption that the analyzed part of the signal
is indeed a voiced sound. The vowel detection then enables the LPC analysis and formant tracking (i.e.
Block 5-11). We can see an example detection scenario in Figure 4.5 for the word “site”.

5We empirically determined RMSratiothresh = 1.3
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4.6 LPC Analysis

A widespread method for analyzing and modeling speech signals is the LPC Method [9]. This method
relies on the fact that the human vocal tract can be represented as a time-variable filter excited by one
or more sources (see Chapter 2). The LPC method is a widely used method in speech analysis, mostly
to extract formants of vowels. The LPC method yields an estimation of the vocal tract filter transfer
function T (f) as a strictly all-pole model. Since the vocal tract creates resonances, which can be modeled
as complex conjugated poles, the LPC provides a very good estimate of the “true” vocal tract resonances.

According to [9] the basic discrete-time model for speech production can be described as a digital filter
whose steady-state system function is

H(z) =
S(z)
U(z)

=
G

1−
∑p

k=1 akz−k
(4.9)

For voiced speech, the parameters of this model are pitch period T0, gain parameter G and the coefficients
{ak} of the digital filter.

In the time domain Equation. 4.9 is described by the difference equation

s(n) =
p∑

k=1

aks(n− k) + Gu(n) (4.10)

A linear predictor with prediction coefficients αkis defined as a system whose output is

s̃(n) =
p∑

k=1

αks(n− k) (4.11)

Its system function is

P (z) =
p∑

k=1

αkz−k (4.12)

The predictor error, e(n), is defined as

e(n) = s(n)− s̃(n) = s(n)−
p∑

k=1

αks(n− k) (4.13)

From Eq. 4.13 it can be seen that the prediction error sequence is the output of a system whose transfer
function is

A(z) = 1−
p∑

k=1

αkz−k (4.14)

When the speech signal corresponds exactly to the model of Equation 4.10 , and if αk = ak, then
e(n) = Gu(n). Thus, the prediction error filter, A(z), will be an inverse filter for the system, H(z), of
Equation 4.9, i.e.,

H(z) =
G

A(z)
(4.15)
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This means that if we are able to determine the appropriate coefficients {αk} from the speech signal, we
will obtain a good estimate of the spectral properties of the speech signal. The question is: How can we
obtain these coefficients?

4.6.1 Finding the coefficients

A basic approach for resolving this issue is to find a set of predictor coefficients that will minimize the
mean-squared prediction error. The short-time average prediction error is defined as

En =
∑
m

e2
n(m) (4.16)

=
∑
m

(sn(m)− s̃n(m))2 (4.17)

=
∑
m

(
sn(m)−

p∑
k=1

αksn(m− k)
)2

(4.18)

where sn(m) is a segment of speech that has been selected in the vicinity of sample n, i.e.,

sn = s(m + n) (4.19)

We can find the values of αk that minimize En in Equation 4.18 by setting ∂Em/∂αi = 0, for i = 1, 2, ..., p,
thereby obtaining the equations

∑
m

sn(m− i)sn(m) =
p∑

k=1

αk

∑
m

sn(m− i)sn(m− k) 1 ≤ i ≤ p (4.20)

Using Equations 4.18 and 4.20, the minimum mean-squared prediction error can be shown to be

En =
∑
m

s2
n(m)−

p∑
k=1

αk

∑
m

sn(m)sn(m− k) (4.21)

Equation 4.20 allows us to find the value of the αk coefficients, but yet two parameters are still undefined:
the value of p, i.e. the number of predictor coefficients, and the portion sn(m) of the speech signal to be
analyzed. The authors of [9] describe two methods for determining these parameters: the autocorrelation
method and the covariance method. In the next section we will briefly introduce the autocorrelation
method, as this is the method we are using in our algorithm.

4.6.2 The autocorrelation method

Using a windowing function w(m) that is identically zero outside the interval 0 ≤ m ≤ N − 1 with

sn(m) = s(m + n)w(m) (4.22)
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it can be shown that the short-time average prediction error becomes

En =
N+p−1∑

m=0

e2
n(m) (4.23)

In this case, the authors of [9] show that Equation 4.20 can be expressed as

p∑
k=1

αkRn(|i− k|) = Rn(i) 1 ≤ i ≤ p (4.24)

where Rn(k) is the short-time autocorrelation function, with

Rn(k) =
N−1−k∑

m=0

sn(m)sn(m + k) (4.25)

Furthermore, Equation 4.24 can be expressed in matrix form as
Rn(0) Rn(1) Rn(2) · · · Rn(p− 1)
Rn(1) Rn(0) Rn(1) · · · Rn(p− 2)
Rn(2) Rn(1) Rn(0) · · · Rn(p− 3)
· · · · · · · · · · · · · · ·

Rn(p− 1) Rn(p− 2) Rn(p− 3) · · · Rn(0)




α1

α2

α3

· · ·
α4

 =


Rn(1)
Rn(2)
Rn(3)
· · ·

Rn(p)

 (4.26)

This is a p×p Toeplitz matrix, i.e. it is symmetric and all the elements along a given diagonal are equal.

4.6.3 Levinson Durbin recursion

An efficient method for solving the particular system of equations given by Equation 4.26 is described in
[6] and can be stated as follows:

E(0) =R(0) (4.27)

ki =
(
R(i)−

i−1∑
j=1

α
(i−1)
j −R(i− j)

)
/E(i−1) 1 ≤ i ≤ p (4.28)

α
(i)
i = ki (4.29)

α
(i)
j =α

(i−1)
j − kiα

(i−1)
i−j 1 ≤ j ≤ i− 1 (4.30)

E(i) =(1− k2
i )E(i−1) (4.31)

These equations are solved recursively for i = 1, 2, . . . , p and the final solution is given as

αj = α
(p)
j 1 ≤ j ≤ p (4.32)
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Figure 4.6: LPC estimated magnitude response for the vowel [a] , [o], [i] and [u]

4.6.4 LPC spectral estimation

The LPC method yields the prediction coefficients αk which provides an estimation of the vocal tract
transfer function V (z):

V (z) =
1

1 +
∑p

k=1 αkz−k
(4.33)

Evaluating |V (z)| on the unit circle, i.e. for z = ejω, provides the magnitude response of the estimated
vocal tract filter. Figure 4.6 shows the spectral estimation of several vowels. Each peak of the spectral
envelope corresponds to a formant frequency denoted fk. Principally, two methods are available to obtain
these formants:

� Compute the magnitude response |V (z = ejω)| and search for local maxima’s.

� Find the roots of the polynomial of V (z).

We decided to utilize the first method because it will allow us to use the poles of the filter transfer
function to perform the formant shift6.

6See Section 4.16.2 for more information.
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4.7 Root finding algorithm

The fundamental theorem of algebra states that a polynomial P (z) of degree n has n roots, some of which
may be degenerate. Finding roots of a polynomial is therefore equivalent to polynomial factorization
into factors of degree 1. Since the coefficients of this polynomial are real, the roots can only be real, or
appear as complex conjugated pairs. Thus Equation 4.33 can be written as follows

V (z) = Vc(z) · Vr(z) (4.34)

Where Vc(z) contains only complex conjugated pole pairs {ck, c?
k} ,

Vc(z) =
1∏M

k=1(1− ckz−1)(1− c?
kz−1)

(4.35)

and Vr(z) only real poles ci.

Vr(z) =
1∏N

i=1(1− ciz−1)
(4.36)

N and M are related to the LPC order P by P = 2M + N .

4.7.1 Eigenvalue method

We implemented a polynomial root-finding algorithm described in [7], which uses the eigenvalue method.
The eigenvalues of a matrix A are the roots of the “characteristic polynomial” P (x) = det[A−xI]. It can
be verified that the characteristic polynomial of the special p× p companion matrix

A =



−ap−1
ap

−ap−2
ap

· · · − a1
ap

− a0
ap

1 0 · · · 0 0
0 1 · · · 0 0
...

...
0 0 · · · 1 0


(4.37)

is equivalent to the general polynomial

P (x) =
p∑

i=0

aix
i (4.38)

The root-finding algorithm first generates the companion matrix A, based on the polynomial P (x),
where the coefficients ai are the estimated LPC coefficients αj , for i = j = 1, 2, ..., p. The algorithm
then iteratively finds the eigenvalues of the Matrix A which are utilized to determinate the roots of P (x)
and finally the poles ckof the vocal tract filter function V (z). It is a powerful, robust, and widely used
method for low and moderate degree polynomials.
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4.7.2 Roots sorting

The root-finding algorithm returns a set of poles ck = ckreal
+ ickim , where ckreal

is the real part and ckim

the imaginary parts of the poles. As we are only interested in complex conjugated poles, we discard all
the poles with ckim = 0, which means that all remaining poles are complex conjugated pole pairs {ck, c∗k}
as stated in Equation 4.35. We then transform the remaining poles into polar coordinates and obtain
the following representation:

ck = rk · e
jθk (4.39)

where rk is the radius:
rk =

√(
c2
kreal

+ c2
kim

)
(4.40)

and θk the complex angle of the pole:

θk = arctan
(

ckim

ckreal

)
(4.41)

The angle of the pole indicates a resonance of the filter function, each of which can be a potential formant
frequency fk, with fk =

θk·Fs↓M

2π , Fs↓M
being the internal samplerate (i.e. after downsampling).

Figure 4.7 to 4.9 show estimated spectral envelopes of the vocal tract filter function for the vowel [a]
(right panel of (b)) and the associated poles of the transfer function (left panel of (b)) obtained by the
root-finding and sorting algorithm.

4.8 Formant tracking algorithm

We recall that the LPC analysis provides the best-fit all-pole approximation of the vocal tract filter,
where the best fit is obtained by minimizing the quadratic error between the estimated signal and the
real signal (Section 4.6). Since the “real” speech spectrum is made of peaks located at the resonance
frequencies of the vocal tract, it is very likely that the best-fit approximation of the LPC will contain
complex conjugated poles at these frequencies. However, this is not guaranteed, as we will see in the
next sections.

4.8.1 Influence of the LPC order p on formant estimation

Choosing the wrong number of LPC coefficients may result in erroneous formant frequencies estimates.
If p is too low, the LPC estimation will be very poor, and hence formant frequencies will not be accurate.
On the other hand, choosing a high LPC order is most likely to introduce complex conjugated poles that
do not represent a formant frequency. Since we expect approximately 5˜6 formants between 0 and 6Khz,
the minimal LPC order should be p = 10 ∼ 12, to allow at least 5˜6 complex conjugated poles in the
transfer function. Increasing the LPC order above that minimal order will surely improve the spectral
estimation provided by the LPC, but at the same time will introduce poles that do not correspond to
formants. Figure 4.7 shows estimated formant tracks for p = 10, Figure 4.8 for p = 12 and Figure 4.9
p = 14 for the vowel [a] without using any formant tracking algorithm. We see that for p = 10, formant
tracks are skipped because of poor LPC estimate, for p = 12 everything is fine, and for p = 14 additional
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erroneous formant tracks appear.

A rule of thumb states that the order should be p ≈ Fs/1000, i.e. p = 127 . Some more sophisticated
heuristics like the one described in [11] estimate the LPC order based on an frame-to-frame signal analysis.
However, even when using an optimal LPC order, “wrong” formants will occasionally be determined.

4.8.2 Bandwidth considerations for improved formant tracking

In Figure 4.7 to 4.9 we see that increasing the LPC order also yields a better estimation of the vocal
tract filter response. We know that a filter transfer function with a pair of complex conjugated poles is
a resonant filter. The frequency at the resonance is defined by the angle and its gain by the radius of
the poles. The closer the complex conjugated poles get to the unit circle in the z plane, the higher the
peak of the resonance will be.

Figure 4.10 shows how radius of the poles and peakiness of the resonance are related. Usually, the
peakiness of a formant is described by its bandwidth, which is related to the radius of the poles as
follows:

Bk = − log10(rk) ·
Fs↓M

π
(4.42)

Complex conjugated pole pairs with low radius (i.e high bandwidth) will also be held as formants, since
by now every resonance, even if it is a weak resonance, is interpreted as a formant. A very simple way to
avoid this would be to determine a bandwidth threshold and to discard all formant candidates that have
a bandwidth above this threshold. The problem is that there is no distinct border to separate them, and
thus this solution is not satisfactory. We know that resonances with very high bandwidth are certainly
not formants, but on the other hand, a resonance with small bandwidth is not necessarily a formant,
as we will see in the next section. Nevertheless, the bandwidth is a very good indicator of whether a
complex conjugated pole pair represents a formant or not, and will play an important role in our tracking
algorithm.

4.8.3 Influence of fundamental frequency on formant estimation

In the previous sections we learned that the LPC order p should be at least high enough to deliver
an accurate spectral estimation of the speech signal. We have seen that increasing the LPC order will
introduce additional potential formant candidates that are usually very easy to recognize because of
their low gain peak. Thus, one strategy could be to overestimate the LPC order and then discard the
erroneous formants. Unfortunately, sometimes increasing the order will also introduce more peaks, and
thus bandwidth considerations alone will not help to distinguish them.

A factor that strongly affects formant estimation is the fundamental frequency F0 . We recall that a vowel
is principally the concatenation8 of a periodic source, filtered by the vocal tract filter. Unfortunately,

7This would have been correct in our case, but this is not always the case.
8According to the source-filter model (Section 2.2)
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Figure 4.7: LPC estimation of the vowel [a], with LPC order p = 10:

Poor LPC estimation due to low LPC order. The resonances are not modeled adequately because the best
fit LPC estimation with 10 poles yields 2 real poles (black cross, left panel of (b)) and only 4 complex
conjugated pole pairs (colored cross, left panel of (b)) to model a spectrum where 6 formants are expected.
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Figure 4.8: LPC estimation of the vowel [a], with LPC order p = 12:

All poles are complex conjugated pole pairs (left panel of (b)), most of which causes the filter magnitude
response to have a peak, i.e. a formant (right panel of (b)). The resulting formant tracks are very clean
as we can see in (a). Note that not every complex conjugated pole in the z plane has its peak ( 6thpole
pair for instance ).

The nature of Planned Acoustic Trajectories 33



Algorithm : Block by block 4.8 Formant tracking algorithm

0  100 200 300 400 500 600 700 800 900 0  
0

1000

2000

3000

4000

5000

6000

f [
H

z]

t [ms]

(a) Audio signal (upper panel) , spectrogram and formant tracks (lower panel)

 

 
RMS (org) RMS (pre) RMS thresh f

1
f
2

f
3

f
4

-1 -0.5 0 0.5 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

14

Real Part

Im
ag

in
ar

y 
P

ar
t

z Plane

0 1 2 3 4 5

-20

-15

-10

-5

0

5

10

15

20

25

Frequency [kHz]

M
ag

ni
tu

de
 [d

B
]

Magnitude Response

(b) Extract from (a) at t=220 ms : Poles in the z plane (left) and magnitude response (right)

 

 

|H(z=ejθ)| f
1

f
2

f
3

f
4

f
5

f
6

f
7

 

 
(c

1
,c

1
* ) (c

2
,c

2
* ) (c

3
,c

3
* ) (c

4
,c

4
* ) (c

5
,c

5
* ) (c

6
,c

6
* ) (c

7
,c

7
* )

Figure 4.9: LPC estimation of the vowel [a], with LPC order p = 14 :

Additional erroneous formant tracks appear as a result of high LPC order. The third formant (red dot,
right panel of (b) ) is not a true formant because it has no corresponding peak in the magnitude response.
We can clearly see that the corresponding pole pair (red cross, left panel of (b) ) has a very small radius,
which means that the gain of the resonance is weak, i.e. its bandwidth is high.
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Figure 4.10: Single resonance at fres = 1000 Hz with varying pole radius (0.05 < r < 0.95)

The gain of the peak increases as the pole’s radius get closer to the unit circle. When r is small, the
attenuation of the resonance is high and thus we do not see a peak in the magnitude response. However,
we can clearly see the non linear relationship between pole’s radius and bandwidth of the resonance. Note
that for r = 1 the gain of the peak’s resonance would become infinitely high.
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(b) Female Speaker: F0 = 300 Hz

Figure 4.11: Source spectrum of a male and female speaker

Since the source is a periodic function caused by the vibration of the vocal folds, the spectrum is discrete in
the frequency domain. High energy concentration appear every k ·F0, i.e. at multiples of the fundamental
frequency. The source of the male speaker has a higher frequency resolution compared to the female
speaker. Extraction of the vocal tract filter function will get worse for increasing F0 , because the overall
spectrum will have more peaks.
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the LPC is not a perfect estimate of the vocal tract filter function; it also contains information about
the source. Figure 4.11 shows the typical source function for a male and a female speaker. For the male
subject, we see that the spectral resolution is much higher than it is for the female subject. This spectral
resolution difference affects the smoothness of the estimated LPC spectrum. For a female speaker, the
estimated filter response will have more peaks, some of which will not be formants, but simply be located
at harmonics of the fundamental frequency. The problem is that these “wrong” formants have a high
resonance and hence it will be very difficult to distinguish them from “real” formants.

4.8.4 Physical constraints of the vocal tract

We know that formants are the result of resonances of the vocal tract. These resonances can only occur
at specific frequencies, which are directly related to the shape of the vocal tract. Thus only certain
combinations of formants are allowed. These relationships are described in [1]. In our tracking algorithm
we will not use this relationships, but we will use the fact that each formant can only exist within a
certain frequency range.

Another criterion to help determine whether a complex conjugated pole pair represents a formant or not
will be based on time continuity constraints. We know that formants have smooth trajectories: even for
vowel transitions there are no abrupt discontinuities.

In the literature we found several formant tracking algorithms. It seems that many formant tracking
algorithms have been developed over the last past years. We realized that formant tracking was a very
complicated task, and is still an active field of research. Our primary goal was to implement a formant
tracking algorithm with low computational complexity which at the same time satisfies strong real-
time requirements. However, most algorithms we found in the literature were purely offline algorithms,
utilizing temporal context information, based on phonetic or semantic rules for instance. Nevertheless
we found a tracking algorithm that we adapted to fit our needs.

4.8.5 Original formant tracking algorithm

The formant tracking algorithm described in [13] is based on dynamic programming (DP). The basic idea
behind it is to define a cost for each possible formant based on speech specific characteristics. At each
frame a cost is calculated for every single formant candidate. We call a formant candidate each of one of
the complex conjugated pole pairs provided by the LPC analysis. In addition to this, a frame-to-frame
transition cost relying on continuity constraints of formant tracks is applied to penalize large frequency
flaws. The optimal path trough a trellis of candidate frequencies minimizes the overall accumulated cost
throughout all possible paths. This optimal path is traced back from the end to the start of the recorded
speech signal. Figure 4.13 shows a typical node-transition representation of this algorithm, commonly
known as Viterbi algorithm.
The DP cost function is defined as:

C(t, n) = Clocal(t, n) + min {Ctran ((t, n) , (t− 1,m)) + C(t− 1,m)} (4.43)

Where C(t, n) is the cumulative cost at node (t, n). Clocal(t, n) is the local cost at (t, n), which reflects
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(b) Extract from (a) at t=220 ms : Poles in the z plane (left) and magnitude response (right)
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Figure 4.12: LPC estimation of the vowel [a], with LPC order p = 18, for a female speaker

We can see the source’s periodicity appear as horizontal stripes in the spectrogram in (a), which are
spaced every k · F0. We see that the formant tracks are very similar to the structure of the stripes on
the spectrogram. On the left panel of (b) we see that the poles of the first formants are close to the unit
circle and thus the corresponding magnitude response has pointed peaks at these frequencies. The spectral
shape of the source has been added to illustrate that the first three formants spuriously reflect the spectral
shape of the source.
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Figure 4.13: Possible paths through a trellis using DP.

information about formants without temporal context. In [13] Clocal(t, n) and Ctran ((t, n) , (t− 1,m))
are defined as follows:

Clocal(t, n) =
∑

i

{
αiB

2
i + βi |Fi − Fni

| /Fni

}
(4.44)

Ctran ((t, n) , (t− 1,m)) =
∑

i

γi (Fi (t)− Fi (t− 1))2 (4.45)

where {Fi, Bi} is the frequency-bandwidth pair of the ith component of the mapping at node (t, n), for
i = 1, 2 . . . N . A Fi(t − 1) and Fi(t) are the frequencies of the ith component of the mapping at node
(t − 1, n) and node (t, n) respectively. Fni is defined as a neutral vocal tract frequency around which
the formant track should fluctuate. This is to penalize deviations from neutral formant frequencies.
Furthermore, each formant is generously bounded to a specific range, for instance like this:

100 < F1 < 1500 ; 500 < F2 < 3500 ; 1000 < F3 < 4500 ; . . .

We can see from the equations above that formant candidates with narrow bandwidths, and those with
slowly-varying frequencies, will accumulate lower costs than other (erroneous) candidates and hence will
be identified as the true formant tracks.

4.8.6 Modified formant tracking algorithm

We modified the algorithm described in Section 4.8.5 to a fully realtime algorithm. We utilize the same
principle as the Viterbi algorithm, but as opposed to the described algorithm, we perform the Viterbi
search throughout formant candidates themselves. We impose a decision at every frame and thus fully
eliminate time constraints. We reach this by incorporating the transition cost directly in the node cost,
which we define as follows:

Cnode(t, n) = α(t)Bi + β(t) |Fi(t)− Fni |+ γ(t)
∣∣∣Fi(t)− F̃i(t− 1)

∣∣∣ (4.46)

The nature of Planned Acoustic Trajectories 38



Algorithm : Block by block 4.8 Formant tracking algorithm

with

F̃i(t− 1) = (1− λ)F̂i(t− 1) + λF̃i(t− 2) (4.47)

F̂i(t− 1) is the estimated formant frequency extracted from the previous Viterbi search. F̃i(t− 1) is the
exponentially smoothed formant estimate containing information from past formant estimates with an
adjustable forgetting factor λ9 ,with 0 < λ < 1. Furthermore, we introduce time-varying factors α(t),
β(t) and γ(t) that define the relationship of the three cost criteria over time. We will explain their exact
purpose later on.

Figure 4.13 shows a typical constellation of the node-transition network resulting from the previous
considerations. We schematically added possible decisions for a particular scenario. In this example, the
optimal path (green line) is indeed the original formant estimation given by the LPC. Each candidate
has been confirmed to be a real formant. The algorithm did not discard any erroneous formants. In case
of a wrong estimate the algorithm “jumps” this pseudo-formant and the path is pursued in the next line
below, and so on.

4.8.7 Formant tracking: start conditions

Up to now we have not described the role of the weighting factors α(t), β(t) and γ(t), that principally
control the start of tracking algorithm. These factors play an important role in our algorithm and are
based on the following idea: We can use the fact that we need to track formants in a very specific
context, i.e. to perform our experiment. During the experiment, we know exactly which vowels subjects
will produce, because they are asked to repeat words prompted on a screen that we have previously
defined. These words all start with the vowel [a] and end with the vowel [i]. Thus we have a huge
advantage with regard to a conventional formant tracking task, where there is absolutely no available
vocalic information.

Since we know the average formants for the vowel [a] we can define them as the neutral formant frequencies
Fni to start with:

Fn1 = 700Hz;Fn2 = 1500Hz;Fn3 = 2500 Hz;Fn4 = 4000Hz (4.48)

We know that these formant values will be accurate at least at the beginning of the utterance, i.e. before
the [a] to [i] transition starts. Therefore, we can start the tracking by defining a high value for β(t)
to penalize any large deviations from these expected formants. At the same time, we impose a very
low value for γ(t), since no past information is available to adequately measure formant discontinuities.
Finally we choose a constant value for α(t) to penalize formants with low bandwidth, a criterion that is
always valid to eliminate weak resonances. Once the tracking has started we change the value for β(t)
and γ(t) to smoothly transition from fluctuations around constant formant frequencies Fni

to fluctuations
around exponentially smoothed formant estimations F̃i(t − 1) from the past. This particular starting
scheme helps to launch the tracker and to make sure that the “right” formants are tracked from the

9We choose a high forgetting factor so that the values of F̃i(t) only change slowly in time. This makes the tracker more
robust against occasional wrong formant decisions.
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Figure 4.14: Original and transformed Viterbi path through a trellis of formant candidates

In this example we represent the cost as a greyscale color, where black means a very low cost and white
an infinitely high cost (i.e. this formant candidate is not in the specified formant range). The transitions
themselves do not have a cost , they simply indicate possible ways through the trellis. The red path
represents the node combination with the lowest accumulated cost (i.e. the combination of all the darkest
nodes). However, this combination is forbidden because horizontal transitions are not allowed, otherwise
one and the same formant candidate could count as two different formants, which is impossible. The green
line represents the path that minimizes the accumulated cost respecting the allowed transition possibilities.
Please note that all the nodes above the blue dashed line are forbidden nodes, because a formant candidate
fm can not be a true formant Fn if m < n. In fact a formant candidate can potentially be a formant of
lower index, but never a formant of higher index. Thus, for convenience we can transform the network
represented in (a) by considering only nodes below the blue line. The result of this transformation is
shown in (b). The blue line has been added for clarity.
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Figure 4.15: Tracking starting scheme

During the so called intro time (about 100 ms), formants are selected only based on their bandwidth
(constant blue line) and on deviation form predefined expected formant values (red line). As time goes on,
formant decisions are less and less influenced by the deviation from predefined formant values. Instead,
deviations from the moving average past formant decision (magenta line) are taken more and more into
account.

beginning.

4.8.8 Results

The developed tracker provides very good results as long as the true formants are among the formant
candidates provided by the LPC analysis (i.e. the sorted complex conjugated poles of the transfer
function). It is capable of distinguishing right from wrong formants and of accurately tracking them in
real time. However, this formant tracking algorithm does not work when the signal is very noisy, i.e.
when none of the formant candidates provided by the LPC is a true formant. The reason for this is
that this tracking algorithm does not influence or change the value of provided formant candidates; it
simply chooses the combination of those formants that will minimize the overall cost based on bandwidth,
continuity constraints and deviation from predefined formant frequencies.

4.9 Short-Time RMS

We calculate the short-time RMS of each window to be filtered, thus over winlen samples, which in our
case corresponds to windows of tRMSshort

= 1, 33 ms. The short-time RMS is calculated in the same way
as was the long-time RMS (Section 4.4) except that the window is smaller, and that no forgetting factor
is used for smoothing.

RMSshort(k) =

√√√√ 1
winlen

winlen−1∑
i=0

s2(i)org (4.49)
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(a) Audio signal (upper panel) , spectrogram and formant tracks (lower panel)
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(b) Extract from (a) at t=700 ms : Poles in the z plane (left) and magnitude response (right)
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Figure 4.16: Tracked formants of the vowel [a], with LPC order p = 18, for a female speaker

This example shows the impact of the tracking algorithm, applied to the spoken utterance represented in
Figure 4.12. We remember that the provided LPC spectrum of the vocal tract filter was poor because of
the speaker’s high fundamental frequency. We can compare the formant tracks with and without tracking
algorithm and we see that there was an amelioration : The first formant candidate has been recognized
as a “false” formant, even though it has a notable peak. The fourth formant candidate has been discarded
because of its high bandwidth, etc... However, even though the tracking algorithm found the optimal path
throughout all possible combinations of formant candidates, the resulting formant tracks are still not very
accurate, because the estimated vocal tract filter response is falsified due to the speaker’s high fundamental
frequency. Unfortunately, nothing can be done about that.
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(d) Female speaker, with formant tracking
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Figure 4.17: Formant tracking examples for [a] to [i] vowel transitions spoken by male and female speakers
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Figure 4.18: Audio signal and short time RMS

The upper panel of (a) shows a recorded speech signal of the vowel [a] for a male speaker. Below we see
the course of the short time RMS. The right side of the Figure shows an extract of that speech signal. We
can see that the RMS reflects the periodicity of the speech signal. The pitch period here is about 7 ms.

k is the index of the processed frame of winlen samples where s(i) is the ith sample of that frame.

The upper left panel of Figure 4.18 shows a recorded signal of the diphthong [:i] as contained in the word
“bike” and the regime of the short time RMS in the lower left panel. The right panel of Figure 4.18 shows
an extract of the signal and the short time RMS as described in the previous section.

We can see that the course of the RMS is similar to the original signal. The time interval between two
peaks indicate the fundamental pitch period of the speaker. In the next Section, we will describe how
we are using the short time RMS to improve the formant estimation.

4.10 Formant smoothing

Due to strong real-time requirements it is necessary to minimize the LPC analysis window size as much
as possible. Usually, a window size of approximately 2 pitch periods is utilized by conventional formant
estimation algorithms. Minimizing the LPC window size affects the accuracy of the spectral estimation.
As the window gets smaller, the estimated formants start oscillating with the pitch period. We do not
wish to describe why this is happening. However, we know that the most accurate point in time to
estimate the formants of the vocal tract is at the closing phase10 of the glottis. Some formant estimation
algorithms estimate the formants synchronously to the pitch period of the speech signal. The estimation
is then performed only during the closing phase of the glottis. However, these algorithms are rather
complicated and time consuming to implement. Thus we decided to implement an easy-to-implement
formant smoothing routine based on these considerations.

10Better reflects the vocal tract filter because of no sub glottal resonances.
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Figure 4.19: Formant tracks with and without smoothing

In the left panel we see how formant tracks oscillate with the pitch period. The fluctuations are con-
siderable and will affect the filtering. The right panel shows the formant tracks after smoothing. The
smoothing is done over approximately one pitch period. The short time RMS of the speech signal serves
as weighting factor for the weighted moving average process to reduce the oscillations.

The closing phase of the glottis is characterized by a peak in the speech signal. The short-time RMS will
also have a peak at that moment as we can see in the right panel of Figure 4.19. Our idea is simply to
take the value of the short-time RMS as a weighting factor to perform a weighted moving average of the
formants over approximately one pitch period. Thus, formant estimations during the closing phase of
the glottis will be taken much more into account, and hence the overall estimation will be more accurate.
The positive effect of doing so is that we also reduce the influence of potential false estimations. This
is because the probability of a “wrong” LPC estimation increases when the signal energy is low. When
such a “wrong” estimation occurs, the RMS will be low and hence will not have a big effect.

We perform the smoothing over approximately one pitch period which we determine for each subject
before starting the experiment. Let’s denote Npitch the number of processed frames corresponding to
one pitch period. For each formant fi at a given frame k we calculate the weighted moving average as
follows:

fiwma
(k) =

∑Npitch−1
n=0 RMSshort(k − n) · fi(k − n)∑Npitch−1

n=0 RMSshort(k − n)
(4.50)

We implemented a modified version of Equation 4.50 to lower the computational cost. We use the fact
that only one new element adds to the sum at each frame, and one disappears. Thus we can efficiently
calculate the moving average by adding and subtracting values to the previous moving average formant
value that we update at every frame:

fiwma
(k) = fiwma

(k − 1) + WMAnew(k)−WMAold(k) (4.51)

with
WMAnew(k) =

RMSshort(k) · fi(k)
RMSshort(k)

(4.52)

and
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Figure 4.20: Fluctuation of formants due to small LPC analysis window

This Figure shows an extract of Figure 4.19 for approximately one pitch period. The time sequence starts
at 81 ms (a) and ends at 91 ms (i). The upper panel of each subplot shows the frame of the speech signal
(black line) that is used for the LPC analysis. The frame is windowed with a hanning window (black
dotted line) before analysis. In the lower panel of each subplot we see the estimated LPC magnitude
response of the represented frame. The blue line represents the “formant smoothed” magnitude response,
the red line the original magnitude response. We see that the original filter response fluctuates around
the smoothed response.
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WMAold(k) =
RMSshort(k −Npitch + 1) · fi(k −Npitch + 1)

RMSshort(k −Npitch + 1)
(4.53)

4.11 Formant deviation

Until now, all the blocks we have described were more or less focusing on formant estimation and tracking.
We actually need the formants for two reasons:

� On the one hand, they are necessary to perform the formant shift, properly speaking. In fact,
we need the poles of the vocal tract transfer function to compensate them with zeros in the filter
transfer function. We then add new poles — with adjusted angles with regard to the original poles
— in order to attain the desired new formant frequency.

� On the other hand, they are required because the new formant trajectory is relative to the original
trajectory. In fact, we wish to deviate subject’s actual [a] to [i] formant transition, by bowing it in
one direction in the acoustic space (See Section 1.2.2 on page 3). The way the trajectory is shifted
must satisfy the criteria described in the following section.

4.11.1 Requirements

First of all, we wish to leave the transition end points unchanged. Thus, the deviation function must be
equal to zero at both ends. This eliminates all possible deviation functions which only asymptotically
converge to zero at the ends. Secondly, we wish the deviation function to be symmetric to the axis through
the midpoint of the transition. Thirdly, the amount of perturbation should be lengthwise relative to the
original trajectory. Finally, the perturbation should be independent of an eventual compensation by the
subjects.

To satisfy these requirements we developed a deviation function that can be seen as a vector field that is
perpendicular to the original trajectory. To calculate that field we need to deduce each subject’s average
transition start and endpoints prior to the actual experiment. We will determine these points during the
first phase of the experiment, where no perturbation is applied.

4.11.2 Deviation vector field

Let’s assume we know the subject’s average transition start and endpoints, which we call fistart
and

fistop
.

We can extract the angle α of that transition with regard to the f1 axes.

α = arctan
(

f2stop
− f2start

f1start − f1stop

)
(4.54)

We can then build a rotation matrix Arot.
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Arot =

(
cos(α) sin(α)
− sin(α) cos(α)

)
(4.55)

This rotation matrix allows us to represent the trajectory in a transformed space, where the new axes are
rotated with regard to the axes of the acoustic space. Every 2 dimensional point in the acoustic space
−−→
forg will be transformed as follows:

−−→
frot = Arot ·

−−→
forg (4.56)

In this transformed space, the transition is now horizontal as we can see in Figure 4.21. It is now very
easy to generate a deviation that will bow the trajectory into one direction. We can simply apply any
symmetric function that has a maximum in its midpoint and is equal to zero at the start and end points
(i.e. at the rotated transition start and end points). We chose to use a hanning function because its
derivative is equal to zero at the endpoints, and hence the deviation will not start or end abruptly. Now
we can very easily generate a deviation vector that will translate every point by a value devrot in the y

direction of the rotated space. It is defined as follows and only depends on the value of f1rot
,i.e. the x

coordinate in the rotated space:

devrot(f1rot
) =

 devmax ·
(

1
2 −

1
2 cos

(
2πf1rot

f1rotstop
−f1rotstart

))
0

, f1rotstart
< f1rot

< f1rotstop

, else
(4.57)

We can see that only points somewhere in between the rotated goal regions will be shifted, with a
deviation that will climax in the middle of the transition, and only depending on the x coordinate of the
rotated point. The maximal deviation value can be adjusted by changing the parameter devmaxwhich
represents the maximal euclidean deviation distance in Hz of the acoustic space.

We can now determine the new shifted formants in the acoustic space by simply rotating the axes back:(
f1shift

f2shift

)
=

(
f1rot

f2rot
+ devrot

)
·A−1 (4.58)

Where A−1is the inverse of A.

The advantage of transforming the axes is that we can easily apply a deviation that is perpendicular to
the transition (once rotated) by simply changing its y coordinate. We can use any arbitrary function to
define the deviation, and thus avoid complicated parametric two-dimensional functions. Furthermore,
by only considering the x coordinate of the rotated space, we generate a field that is constant along any
line perpendicular to the transition. This is very important as we need to make sure that, if subjects
compensate for the perturbation, the applied deviation will not change. This is guaranteed, as we
expect subjects to compensate in the opposite direction to the deviation, and thus perpendicular to the
trajectory (see Section 1.1).

We can see the generated deviation field in the right panel of Figure 4.21.
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Figure 4.21: Axes transformation and vector field generation

In (a) we can see an arbitrary [a] to [i] trajectory (blue line). This trajectory is represented in the acoustic
space, i.e. within the black axes. Based on the start and end points we rotate the trajectory (blue dotted
line) so that it is horizontal in the transformed space. We then apply a vertical translation and rotate the
deviated point back to the original acoustic space and thereby obtain a deviation field as it is represented
in (b).
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4.12 Transition detection

In order to determine the start and end points of the formant trajectory we have implemented a simple
[a] to [i] transition detection. It is principally based on the derivative in time of the first two formants.
We know that, during an [a] [i] transition the first formant f1will drop and the second formant f2 will
rise. As soon as both f1 drops and f2 rise, we can proceed from the assumption that the transition has
started.

The transition detection is comprised of 3 detection stages:

4.12.1 Stage one

In order to prevent wrong detections, we impose the formants to be in a certain range. Of course, we
define that range around average formant values for the vowel [a] as this is the start point of our transition
we want to detect. Thus the first condition is:

fidef
− fitol

< fi < fidef
+ fitol

, i = 1, 2 (4.59)

Where fidef
is a predefined formant, in our case the expected formants for the vowel [a], and fitol

is a
tolerance around these expected values.

4.12.2 Stage two

In this stage we compare the derivatives in time of f1and f2. We formulate the second condition as
follows:

δf1

∆t
<

δf2

∆t
(4.60)

Where the derivatives are calculated in [Hz]/[ms].

4.12.3 Stage three

Stage three can adopt three states:

� ”noTransition”

� ”duringTransition”

� ”wasTransition”

As a default, stage three is set to ”noTransition” . In this state, it collects the results from stage one
and stage two and, if both stages detect a transition at least a few times in a row, the state is set to
”duringTransition”. The first collected formants in that state are saved in a variable startFmts.
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Once the internal state is set to ”duringTransition”, stage one is disabled, and only decisions from stage
two are taken into account. The state is maintained to ”duringTransition” as long as stage two detects
a transition. As soon as stage two does not detect a transition, stage three checks if the transition was
long enough. If so, the last formants are saved in a variable stopFmts, and the internal state is set to
”wasTransition”, which blocks the transition detection. If the detected transition was not long enough,
stage three returns to the default state ”noTransition”.

At the end of each recording, the variables startFmts and stopFmts are collected and utilized to
determine the subject’s average trajectory. In addition to this, whenever the internal state is set to
”duringTransition”, the transition detection enables the filter process, which is described in the next
section.

4.13 Filtering

In order to shift the formant to the desired frequency we utilize a digital filter in the time-domain. We
shift the formant frequencies by compensating the original poles with zeros and by adding new poles that
will be shifted in frequency with regard to the original poles. A simple digital filter with two complex
conjugated pairs of zeros and poles will be sufficient to perturb the first two formants f1 and f2. The
system function of such a filter is

H(z) =
∏2

k=1(1− ckz−1)(1− c?
kz−1)∏2

k=1(1− ĉkz−1)(1− ĉ?
kz−1)

(4.61)

where {ck} are the original poles and {̂ck} the shifted poles. Equation 4.61 can be transformed to

H(z) =
∏2

k=1(1− 2rk cos(θk)z−1 + r2
kz−2)∏2

k=1(1− 2rk cos(θ̂k)z−1 + r2
kz−2)

(4.62)

where fk =
θk·Fs↓M

2π , is the original formant frequency and f̂k =
θ̂k·Fs↓M

2π the shifted formant frequency,
which we obtain using the deviation functions described in Section 4.11. The new vocal tract system
function V̂ (z) is then given by Equation 4.65

V̂ (z) = V (z) ·
∏2

k=1(1− ckz−1)(1− c?
kz−1)∏2

k=1(1− ĉkz−1)(1− ĉ?
kz−1)

(4.63)

We recall that the vocal tract system function can be separated in two parts:

V (z) = Vc(z) · Vr(z) (4.64)

Where Vc(z) contains only complex conjugated pole pairs {ck, c?
k} ,

Vc(z) =
1∏M

k=1(1− ckz−1)(1− c?
kz−1)

(4.65)
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and Vr(z) only real poles ci.

Vr(z) =
1∏N

i=1(1− ciz−1)
(4.66)

N and M are related to the LPC order P by P = 2M + N .

Thus, Equation 4.63 can be written as follows:

V̂ (z) =
1∏N

i=1(1− ciz−1)
· 1∏M

k=1(1− ckz−1)(1− c?
kz−1)

·
∏2

k=1(1− ckz−1)(1− c?
kz−1)∏2

k=1(1− ĉkz−1)(1− ĉ?
kz−1)

(4.67)

This finally leads to Equation 4.68 by removing the compensated poles and zeros.

V̂ (z) =
1∏N

i=1(1− ciz−1) ·
∏2

k=1(1− ĉkz−1)(1− ĉ?
kz−1) ·

∏M
k=3(1− ckz−1)(1− c?

kz−1)
(4.68)

We see that, the new vocal tract system function only contains poles, with two complex conjugated poles
than have been altered with regard to the original poles.

4.14 Gain adaptation

In the previous section we described how we can easily shift a formant by simply manipulating the angle
of the poles of the transfer function. Thereby we only changed formant frequencies, i.e. we did neither
modify the radius rk of each pole nor did we change the spectrum’s overall gain. Unfortunately, a formant
shift does not only affect the peak’s frequency, it does also change its gain. This is because each pole
influences the poles in its direct neighborhood. This is particularly true for the first pole ck, because it
is very close to its complex conjugated pole c?

k. Thus it is necessary to compensate for this undesired
phenomenon.

In fact, this was a difficult task, since we wanted to make the formant shift sound as natural as possible.
We have studied various ways to achieve this. The methods we have developed are all listed in Appendix
A. We finally decided to use one method that relies on the physical properties of the vocal tract.

In [1] the vocal tract is modeled as a 4-tube resonator. Based on this model, the spectral contribution
of each formant is defined as follows:

|Hk(f)| = |Hk(s = jω)| = sks?
k

|(s− sk)| |(s− s?
k)|

(4.69)

Where {sn, s?
n} are the complex conjugated pole pairs of each formant in the s-plane. Transforming

Equation 4.69 to the z plane yields Equation 4.70

|Hn(f)| =
∣∣Hn(z = ejω)

∣∣ = (1− ck)(1− c?
k)

|(1− ckz−1)| |(1− c?
kz−1)|

(4.70)

We can easily see that the spectral contribution of each formant defined by Equation 4.70 is 0dB for
f = 0Hz, because numerator and denominator are equal.
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In our case, we don’t have 0dB at f = 0Hz because the system function provided by the LPC analysis
also contains a gain factor G. This gain factor is a “leftover” from the source. However, we know that
the spectral contribution of the vocal tract is 0dB at f = 0Hz. Whenever we shift a formant, we must
ensure that this contribution stays at 0dB for f = 0Hz. This means that the overall gain of the vocal
tract filter at f = 0Hz, i.e. |T (z = 1)| must stay constant. Let’s call V̂n(z) the shifted and gain adapted
transfer function. Furthermore we call G(θ = 0) the gain of the original, and Ĝ(θ = 0) the gain of the
formant shifted vocal tract magnitude response at f = 0Hz.

V̂n(z) =
G(θ = 0)
Ĝ(θ = 0)

· V̂ (z) (4.71)

with

G(θ = 0)
Ĝ(θ = 0)

=
|(1− ci)(1− c?

i )|
|(1− ĉi)(1− ĉ?

i )|

∏M
k 6=i |(1− ck)(1− c?

k)|∏M
k 6=i |(1− ck)(1− c?

k)|︸ ︷︷ ︸
=1

(4.72)

This leads to the simple relation

G(θ = 0)
Ĝ(θ = 0)

=
|(1− ci)(1− c?

i )|
|(1− ĉi)(1− ĉ?

i )|
(4.73)

and finally to

G(θ = 0)
Ĝ(θ = 0)

=
1− 2ri cos(θi) + r2

i

1− 2r̂i cos(θ̂i) + r̂2
i

(4.74)

Where G(θ=0)

Ĝ(θ=0)
is the gain factor that we need to apply to the signal in order to achieve the desired gain

adaptation. A simple way of applying this gain adaptation factor to the signal would be to incorporate
it directly into the filter function that performs the formant shift. However, this will introduce noise
since this gain factor is not updated at each sample. Large fluctuations in the gain factor will imply an
abrupt “jump” in the signal every time the factor is updated. This is why we chose to apply the gain
factor directly to the signal, but only update the gain factor at zero crossings in the signal. This will
minimize the large “jumps” and thus considerably reduce noise.

4.15 De-emphasis

Before the signal can be sent back to the sound card it needs to be de-emphasized. This is achieved by
filtering the signal by the inverse of the preemphasis filter as introduced in Section 4.2. The transfer
function of such a filter is :

R−1(z) =
1

1− µz−1
(4.75)
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Figure 4.22: Deemphasis filter

Figure 4.22 shows the frequency response of R−1(z) for µ varying between 0 and 1 .

4.16 Upsampling

Now that all the processing is done, we simply need to upsample the signal by factor M to match with
the soundboard’s sampling rate.

4.16.1 Interpolation

The first step consists of interpolating the signal with M − 1 zeros:

s(n) =

{
s↓M (k) , n = Mk ,

0 , else
, k = 0, 1, . . . , framelen− 1 (4.76)

4.16.2 Filtering

To avoid spectral imaging, we need to filter the interpolated signal. We utilize the same filter that we
used for downsampling the signal.
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Chapter 5

The Experiment

7 female and 4 male subjects were involved in our pilot study. Subjects were repeating words like“bike”or
“kite” all containing an [a] to [i] transition while their recorded speech was fed back in real-time through
headphones. On two distinct sessions of 25 minutes each, subjects’ [a] [i] trajectories were shifted either
down or up. Each session was comprised of 4 distinct phases, with one additional training phase, to
familiarize subjects with the experiment.

5.1 The 4 phases

5.1.1 Start phase

During the so-called start phase (or baseline phase) subjects hear their own speech without any modifi-
cations. During this phase subject’s trajectory start and endpoints are detected, as described in Section
4.12. At the end of the baseline phase, a Matlab function analyzes the collected data to determine a
“baseline” trajectory, i.e. subjects average trajectory without perturbation. This baseline trajectory will
later be used for comparison with subjects’ shifted trajectories.

Based on the baseline trajectory, a Matlab function calculates a best linear fit approximation through
all trajectories. The angle α of that linear approximation is used to create the rotation matrix for the
deviation vector field as described in Section 4.11.2. We now rotate all the detected start and endpoints
so that they are aligned horizontally and generate a histogram of their distribution. We then define the
bounds of the deviation vector field so that a certain percentage p of the detected start and endpoints
will be outside the field. We chose p = 0.8, which means that 80% of start and end points will be outside.
Figure 5.1 illustrates the described procedure for a male and a female subject.

5.1.2 Ramp phase

During the ramp phase, subject’s trajectory is bowed towards the left for the downshift, and towards
the right of the acoustic space for the up shift. This bowing grows linearly during the entire ramp phase
and reaches maximal perturbation at the end. Figure 5.2 shows extracts of the ramp phase for the male
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(b) Female subject upshift session
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(c) Male subject : downshift session
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(d) Male subject : upshift session

Figure 5.1: Collected trajectory start and endpoints and generated deviation vector field boundaries

This Figure shows collected data from the start phase of one male and female subject. The blue cluster
indicates subject’s transition start points, i.e. the vowel [a], the magenta cluster indicates the end points
(vowel [i]). The red line is the average trajectory of all trials. The standard deviation around this average
trajectory is represented in a lighter red. As we can see, for the male subject the trajectories are very
homogeneous, whereas the female subject shows more dispersion. Note that the dots outside the cluster
in (b) are wrong detections. The determined field boundaries are indicated as dashed lines. The total
euclidean distance between the two boundaries is represented as a black arrow, which points towards the
end of the transition. As we can see, the transition length in Hz is much greater for the female subject.
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subject, whose baseline phase is represented in Figure 5.1 panel (a).

5.1.3 Stay phase

During the entire stay phase, subjects trajectory is shifted at full perturbation. In our experiment the
full perturbation was set to 200 Hz euclidean distance. This is the distance from the midpoint of the
original, to the midpoint of the shifted trajectory in the acoustic space, i.e. where the bowing is maximal.

5.1.4 End phase

During the end phase, perturbation is turned off again. If subjects compensated for the previous pertur-
bation, their trajectory should now return to the baseline trajectory.

5.2 Results

The results for the female subject are represented in Figure 5.3 and 5.4 , and in Figure 5.5 and 5.6
for the male subject. The x axis represents time: one epoch stands for one spoken utterance. Each
plot represents a slice along the transition: The first plot at the bottom represents a slice at 0 %of the
transition (start bound of the deviation field in Figure 5.1). The next plot above shows one slice at
12, 5 % of the transition, and so on until reaching the end point of the transition, which is represented
in the upper plot. In each plot, the blue line represents the euclidean distance (in Hz) between subject’s
actual transition and their baseline transition. The gray surface indicates the amount of perturbation
that was applied. One can observe that the perturbation grows during the ramp phase, stays maximal
within the “stay” phase and falls back to 0 for the last phase. Furthermore, the bowing of the trajectory
reaches its maximal value at the midpoint of the transition1, and gets smaller towards the endpoints2.

5.3 Conclusion and future work

During the study, only some of the 7 female and 4 male subjects showed a significant compensation.
However, even for these subjects, the compensation was not necessarily as we would have expected it.

Nevertheless, since some subjects showed a compensation effect, the Speech Communication Group is
planning to pursue the experiment with more subjects.

1See 50 % subplot
2See 0% or 100 % subplot
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Figure 5.2: Ramp phase: Perturbation increases linearly

Linear bowing of the trajectory during the ramp phase. The deviation field is always perpendicular to the
transition, and the detected start and endpoints are in the vicinity of the field boundaries.
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Figure 5.3: Female subject : downshift

Subject’s compensation towards the opposite of the perturbation starts at the end of the ramp phase and
is maintained throughout the end phase. The compensation seems to be higher in the middle of the
transition than at the bounds.
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Figure 5.4: Female subject : upshift

First, subject’s compensation is very weak and then strongly increases at the end of the “stay” phase. Is
it just a coincidence ?
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Figure 5.5: Male subject : downshift

Although one can clearly see the compensation, it seems to be greater on one side of the transition.
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Figure 5.6: Male subject : upshift

Here the compensation seems to be equally distributed along the trajectory.
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Appendix A

Gain issues

In Section A.3 we described a gain adaptation method, to control the gain changes introduced by a
formant shift. Since we developed various methods to reach this, we have summarized these methods
here.

A.1 Peak gain adaptation (Method 1)

The basic idea is to control the formant’s peak gain by calculating a gain factor that will compensate
the undesired gain change due to the frequency shift. We therefore calculate the original peak’s gain
expressed in Equation A.1

G(θi) =
∣∣V (z = ejθi)

∣∣ (A.1)

=
G∏M

k=1 |(1− cke−jθi)(1− c?
ke−jθi)|

(A.2)

The new peak’s gain, i.e. the shifted peak’s gain, is given by Equation A.3

Ĝ(θ̂i) =
∣∣∣V (z = ejθ̂i)

∣∣∣ (A.3)

=
G∏M

k=1

∣∣∣(1− ĉke−jθ̂i)(1− ĉ?
ke−jθ̂i)

∣∣∣ (A.4)

=
1∣∣∣(1− r̂i)(1− r̂ie−j2θ̂i)

∣∣∣ G∏M
k 6=i

∣∣∣(1− cke−jθ̂i)(1− c?
ke−jθ̂i)

∣∣∣ (A.5)

Now, we only need to multiply the ratio of these two gain factors with the shifted system function V̂ (z)
and obtain the peak normalized system function V̂n(z) given by Equation A.6.

V̂n(z) =
G(θi)

Ĝ(θ̂i)
· V̂ (z) (A.6)
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Gain issues A.2 Peak radius adaptation (Method 2)

with the normalizing factor

G(θi)

Ĝ(θ̂i)
=

1∣∣∣(1− r̂i)(1− r̂ie−j2θ̂i)
∣∣∣
∏M

k=1

∣∣(1− cke−jθi)(1− c?
ke−jθi)

∣∣∏M
k 6=i

∣∣∣(1− cke−jθ̂i)(1− c?
ke−jθ̂i)

∣∣∣ (A.7)

We see that, in order to control the peak’s gain, we are introducing a gain factor that will affect all the
other peaks, i.e. change their magnitude.

Note: We recall that we are adapting V (z), which is the predicted system function after having preem-
phasized the signal. This means that maintaining the peak’s gain at the same level in V (z) will
cause a peak gain slope of −6dB/oct after having deemphasized the signal.

A.2 Peak radius adaptation (Method 2)

To avoid that the magnitude of the neighbored peaks change we have to modify the method introduced
in Section ??. We still want to keep the peak’s magnitude constant during a shift without affecting the
other peaks. Therefore, instead of using an overall gain factor, we change only the peak’s radius1 r̂i. We
can write Equation A.7 as follows:

G(θi)

Ĝ(θ̂i)
=

1∣∣∣(1− ĉie−jθ̂i)(1− ĉ?
i e

−jθ̂i)
∣∣∣ ·
∏M

k=1

∣∣(1− cke−jθi)(1− c?
ke−jθi)

∣∣∏M
k 6=i

∣∣∣(1− cke−jθ̂i)(1− c?
ke−jθ̂i)

∣∣∣︸ ︷︷ ︸
GRest

(A.8)

Using GRest to describe the gain term added by the poles which will not be shifted leads to Equation
A.9

G(θi)

G(θ̂i)
=

GRest∣∣∣(1− ĉie−jθ̂i)(1− ĉ?
i e

−jθ̂i)
∣∣∣ (A.9)

We recall that we wish to leave the gain of the peak unchanged during a frequency shift. Setting
G(θi) = G(θ̂i) satisfies this requirement and we can transform Equation A.9 to obtain∣∣∣(1− ĉie

−jθ̂i)(1− ĉ?
i e

−jθ̂i)
∣∣∣ = GRest (A.10)

which leads to ∣∣∣(1− r̂i

)
·
(
1− r̂ie

−j2θ̂i

)∣∣∣ = GRest (A.11)

and can be modified to

(
1− r̂i

)
·
√

1 + r̂2
i − 2r̂i cos(2θ̂i) = GRest (A.12)

and finally to Equation A.13 by squaring on both sides
1The radius of the formant whose frequency is being shifted.
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(
1− r̂i

)2

·
(
1 + r̂2

i − 2r̂i cos(2θ̂i)
)

= G2
Rest (A.13)

Equation A.13 can be written as 4th order polynomial

r̂4
i −Kr̂3

i + 2 (K − 1) r̂2
i −Kr̂i + 1−G2

Rest = 0 (A.14)

with
K = 2

(
1 + cos(2θ̂i)

)
(A.15)

Equation A.14 can be solved using an iterative2 root-finding algorithm. Only one value for r̂i is a real
number satisfying 0 < r̂i < 1. Once the new radius r̂i has been calculated it is used as the new pole’s
radius within the system function.

A.3 Gain adaptation at 0Hz (Method 3)

The third method relies on the physical properties of the vocal tract. In [1] the vocal tract is modeled as
a 4-tube resonator. Based on this model, the spectral contribution of each formant is defined as follows

|Hk(f)| = |Hk(s = jω)| = sks?
k

|(s− sk)| |(s− s?
k)|

(A.16)

Where {sn, s?
n} are the complex conjugated pole pairs of each formant in the s-plane. Equation A.16 is

equivalent to Equation A.17 in the z-domain

|Hn(f)| =
∣∣Hn(z = ejω)

∣∣ = (1− ck)(1− c?
k)

|(1− ckz−1)| |(1− c?
kz−1)|

(A.17)

We can easily see that the spectral contribution of each formant defined by Equation A.17 is 0dB for
f = 0Hz .

In our case, we don’t have 0dB at f = 0Hz because the system function provided by the LPC analysis
also contains a gain factor G. This gain factor is a “leftover” from the source. However, we know that
the spectral contribution of the vocal tract is 0dB at f = 0Hz. Whenever we shift a formant, we must
ensure that this contribution stays 0dB at f = 0Hz. This means that the overall gain at at f = 0Hz,
i.e. |V (z = 1)| stays constant.

This requirement is similar to those introduced in Method 1 and 2. The main difference is that we do
not “adapt” the formant’s peak gain, but we “adapt” the gain at f = 0Hz.

V̂n(z) =
G(θ = 0)
Ĝ(θ = 0)

· V̂ (z) (A.18)

2It is theoretically possible to solve Equation A.14 analytically using Ferrari’s formula, but this is a very laborious work.
Analytical solutions provided by Maple do not fit in 1 page...
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with

G(θ = 0)
Ĝ(θ = 0)

=
|(1− ci)(1− c?

i )|
|(1− ĉi)(1− ĉ?

i )|

∏M
k 6=i |(1− ck)(1− c?

k)|∏M
k 6=i |(1− ck)(1− c?

k)|︸ ︷︷ ︸
=1

(A.19)

And finally we obtain the simple relation

G(θ = 0)
Ĝ(θ = 0)

=
1− 2ri cos(θi) + r2

i

1− 2r̂i cos(θ̂i) + r̂2
i

(A.20)

A.4 Results (Method 1, 2 & 3)

We can see how the presented adaptation methods modify a single f1 formant shift in Figure A.1 for f1

being shifted down (left size) and up (right size). Formant shifts with regard to f2 are represented in
Figure A.2.

In each of these Figures we can see the original spectrum represented as a blue line. Each red line
represents a “shifted” spectrum. The amount of perturbation ranges from 0 to 300Hz for an up- or
downshift. The black dotted line shows the −6dB/oct slope as discussed before.

Each panel of Figures A.1 and A.2 represents one of the methods used, while the first panel on top stands
as reference, i.e. no gain adaptation method has been used.

We can clearly see that the first method changes the gains of the entire spectrum, while the second
method only slightly changes the peaks next to it. Each peak is on the −6dB/oct slope (dotted line).
In the lowest panel (method 3) we can see that the gain a f = 0Hz does not change during a shift.
Furthermore, the formant’s gain decreases when shifted towards lower frequencies and increases during
an upward-shift.

A.5 Summary

We have studied these methods in order to make the formant shift sound as natural as possible. This
is important because it will affect how subjects will perceive the perturbation, and hence how they will
react to this perturbation. We formulated method 1 and 2 having in mind that a shifted formant peak
should stay on a −6dB/oct slope. These 2 methods allow us to reach this goal but, as a matter of
fact, this does not exactly correspond to the “physical” properties of the vocal tract, because the overall
spectrum is flatter for vowels with a low f1, than for vowels having a high f1, which means that the
−6dB/oct is moving up and down depending on the frequency of the first formant. This is taken into
account in the third Method.
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Figure A.1: Gain adaptation for an f1shift
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Figure A.2: Gain adaptation for an f2 shift
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